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The conceptual design of a rotorcraft system involves many different analysis disciplines. The 

decomposition of such a system into several subsystems can make analysis, and design more 

efficient in terms of the total computation time. Adaptive parallel decomposition makes the 

structure of the overall design problem suitable to apply the multidisciplinary design opti- 

mization methodologies and it can exploit parallel computing. This study proposes a decom- 

position method which adaptively determines the number and sequence of analyses in each 

sub-problem corresponding to the available number of processors in parallel. A rotorcraft 

design problem is solved and as a result, the adaptive parallel decomposition method shows 

better performance than other previous methods for the selected design problem. 
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N o m e n c l a t u r e  
N ~ Tile number of sub-problems 

Nt Z The total number of analyses 

/),. : The i-th analysis module 

p~, ~ The i- th analysis in k-th sub-problem 

nk ~ The number of analyses in k-th sub-pro- 

blem 

cu, cL :The  amount of information transferred 

between sub-problems in upper and low- 

er triangular regions 
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b~ : T h e  sum of feedback couplings of the 

k-th sub-problem 

I. Introduct ion  

An engineering design task involves a number 

of multidisciplinary analyses whose disciplines 

are usually coupled. Multidisciplinary Design 

Optimization (MDO) is a solution method which 

provides an optimum solution satisfying multiple 

disciplines simultaneously. Some of the well 

known MDO methodologies developed are the 

Multidisciplinary Feasible (MDF) method, In- 

dividual Discipline Feasible (IDF) method, and 

Collaborative Optimization (CO). 

As the number of disciplines involved increas- 

es, multidisciplinary analysis or design spends 



Adaptive Parallel Decomposition for Multidisciplinary Design 815 

much longer computation time to resolve the 

couplings among the disciplines. Therefore, an 

efficient way of decomposition and scheduling of 

the disciplines is required. 

Several ways of scheduling the execution se- 

quence by changing the order of the analyses 

have been proposed to reduce design cycle time 

and cost by Rogers and Barthelemy (1992), 

Rogers and Bloebaum (1994), Altus et a1.(1995), 

and Rogers et al. (1999). These methods are ba- 

sically sequential decomposition methods, and 

are known to be inefficient for IDF or CO me- 

thods because they do not consider parallel pro- 

cessing. 

A couple of methods for determining optimal 

decompositions have also been developed. Kusiak 

and Wang (1993) used a b ranch-and-bound  

algorithm to minimize the variables which appear 

in more than one sub-problem subject to con- 

straints on the number of tasks in a sub-problem. 

Michelena and Papalambros (1994) proposed a 

network reliability algorithm to minimize the size 

of the sub-problems while keeping the amount 

of information transferred between the sub-pro-  

blems small. 

Park et a1.(2002) suggested a parallel decom- 

position method using a genetic algorithm to 

minimize both the amount of information trans- 

ferred between the sub-problems and the number 

of total feedback couplings in sub-problems with 

the number of analyses in each sub-problem gi- 

ven. Park et a1.(2003) also proposed the system 

decomposition technique that acquires Pareto set 

as a solution according to weight function. 

This study proposes an adaptive method for 

decomposition and scheduling of multidiscipli- 

nary design problems. The method implements 

an expanded chromosome which represents the 

positions of decomposition in a multi-objective 

genetic algorithm. A rotorcraft design is chosen 

as a good application example because the opti- 

mization of such a rotorcraft requires long com- 

putation time due to feedback couplings. It con- 

sists of 18 coupled analyses. This study decom- 

poses the problem and applies MDO methodolgi- 

es to investigate the effectiveness of the proposed 

method. 

2. Adaptive Parellel Decomposition 
Method 

While the sequential decomposition method 

determines the sequence of analyses to minimize 

the repeated calculation in feedback couplings, 

the parallel decomposition method considers 

two aspects at the same time, which are feedback 

couplings in sub-problems and the couplings be- 

tween sub-problems. 

A typical design structure matrix of a decom- 

posed system is shown in Fig. 1. The feedback 

couplings in sub-problems are b~ through bN 

and can be expressed as follows: 

Uk i - 1  

bk= 5-2 5 - ] . { ( i - - j ) . D S M ( i ,  j )}  (1) 
i = / k + l j =  l k 

k - I  k 

where / k = ~ n p + l ,  uh=~,np ,  no=O. 
P = 0  p = l  

In Eq. (1), using the Design Structure Matrix 

(DSM) representation, the value of DSM(i ,  j)  

is assigned as one if the output of the i - th  an- 

alysis is fed into the input of the j - t h  analysis, or 

zero otherwise. 

As the amount of information transferred be- 

tween sub-problems is smaller, the total calcula- 

tion time can be shortened. These amounts, cv 
and cz can be represented as follows : 

i 
,~ Subproblem 1 t 

b~ ' 

"-. ° . °  

C L 

cu 

Subproblem 2 

Subproblem N I ". [ 
:: bN ' ~  

Fig. 1 Design structure matrix of a decomposed sys- 
tem 
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Nt-1 Nt N Uk-I Uk 

c v = Z  ~ D S M ( i , j ) - Z  ~, ~ ,DSM(i , j ) (2)  
i=1 j = i + l  k = l  i=l~d=i+l 

Nt i-1 N uk i - I  

c L = ~ D S M ( i , j ) - 5 - ] ,  ~ ~ ,DSM(i , j )  (3) 
i=2 j=  1 k= I i= l,~+ l j =  l# 

N 

where M = ~ rip. 
P=0 

The adaptive parallel decomposition method 

determines where to decompose and how to reor- 

der with the number of sub-problems N given 

by simultaneously minimizing the sum of feed- 

back couplings in sub-problems (El), the amount 

of information transferred between sub-problems 

(f2) and the variation of computation times 

among sub-problems (f3). The variation of com- 

putation times F3 is imposed as the third objective 

because we can not usually obtain an optimum 

design structure when the computation time of 

each analysis varies too much. These three objec- 

tive functions are formulated as Eqs. (4), (5), and 

(6), respectively. 

F1 = max (bk) (4) 
k=l,... ,N 

F z = m a x  (cv, cL) (5) 

F3 = max ( t k ) -  min  (th) (6) 
k=l,.. . ,N k=l,.. . ,N 

t/k 

where tk = ~ D S M ( i ,  i). 
i= lk 

This study employs a multi-objective genetic 

algorithm (MOGA) to obtain all the Pareto op- 

tima at once. A chromosome consists of an inte- 

ger vector of length Nt for scheduling and an 

additional integer vector of length N - 1  for de- 

composition, where Nt is the number of total 

analyses and N is the number of sub-problems 

assigned. It is called an expanded chromosome. 

Grefenstette's subtour-chunk operation is em- 

ployed for the crossover of the first part of the 

chromosome, which is described in Gen and 

Cheng (1997), and an arithmetic operation for 

the crossover of the last part. The subtour-chun- 

king operator works by alternatively selecting 

segments (chunks) from the two parent chromo- 

somes and incorporating those into the offspring. 

The chunks are placed in the offspring in ap- 

proximately the same position that they occupied 

( Start ) 

Specify - number of sub-system N 
- population size (popsize) 
- max. number of generation (maxgen) 
- crossover probability 
- mutation probability 

Generate an initial population 
with expanded chromosome 

-I 

I ,,=l I 

"1 I 
Calculate bk, k = 1,..., N 

¢L~Cu 

k=k+l 

Evaluate f,, i=l,...,popsize 

f~R 3 

Generate a new population by using 
three operations : selection, 

crossover and mutation 

r t = n + l  

( E n d )  

i 

Fig. 2 Flowchart of the adaptive parallel decom- 
position algorithm 

in the parent chromosome. Conflicts are resolved 

by trimming the chunks and by sliding them to 

the right and to the left to make them fit. 

The proposed method can be summarized as 

the flowchart in Fig. 2. The algorithm can deter- 

mine the number and sequence of analysis mo- 

dules in every sub-problem corresponding to the 

available number of processors. 

3.  M u l t i d i s e i p l i n a r y  R o t o r c r a f t  

D e s i g n  

The rotorcraft design problem (Park, 2003) is 

chosen as a good application example for the 

proposed method because the optimization of 
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such a rotorcraft requires long computation time 

due to feedback couplings. This study decom- 

poses the problem and applies MDO methodo- 

logies to investigate the effectiveness of the de- 

veloped method. 

The problem consists of 18 analysis modules 

which are coupled. In addition to the couplings 

between aerodynamics and structural analysis 

as in the conventional aircraft design, air flow 

analysis and dynamic characteristics due to rota- 

tion and elastic behavior of rotor blades are also 

coupled in the rotorcraft design. Each analysis 

module has been developed so that it is compos- 

ed of a separate analysis code and input/output 

structure, and the main control program executes 

it by transferring input/output data files between 

the analysis modules. Such modular development 

can obtain many advantages in quality assurance 

of each module, substitution with a commercial 

component or extension of an existing module. 

Figure 3 depicts the data flow in the rotorcraft 

analysis, which shows a large amount of cou- 

plings between the analysis modules. Each rec- 

tangle means an analysis module and arrows 

between rectangles indicate that outputs of previ- 

ous module transfer to the latter module. 

An initial design structure matrix is shown in 

Fig. 4 with the amount of  time required for each 

analysis. The numbers at coupling nodes (inter- 

section points) are the numbers of coupling vari- 

ables and these values represent the strength of 

coupling between two modules. Fig. 5 shows the 

result of  sequential decomposition. Compared to 

the initial DSM in Fig. 4, the sum of feedback 

couplings is reduced from 180 to 45 by 75%. 
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Data flow in the rotorcraft analysis 

Figure 6 shows the result of  the adaptive par- 

allel decomposition for the case in which the 

weighting factor of 0.4 is assigned for F1 in 

Eq. (4) representing feedback coupling, 0.4 for 

representing the amount of information trans- 
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Fig. 6 Result of adaptive parallel decomposition 
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Fig. 7 Decomposition of initial DSM 

Eq. (6) representing the variation of computation 

times among sub-problems. This result is com- 

pared with the DSM in Fig. 7 generated by de- 

composing the initial DSM into one sublproblem 

with 8 analysis modules and the other with 9 

analysis modules. The DSM in Fig. 7 would be 

the result of a reasonable decomposition if one 

is requested to decompose the initial DSM into 

t W O .  

Compared to the decomposed initial DSM in 

Fig. 7, the maximum sum of feedback couplings 

in sublproblems (F1 in Eq. (4)) is dramatically 

reduced from 161 to 28 by 83% and the maxi- 

mum of the amount of information transferred 

between sub-problems in upper and lower trian- 

gular regions (F2 in Eq. (5)) is reduced from 50 

to 17 by 66% even though the difference in com- 

putation time among sub-problems (F3 in Eq. 

(6)) increases from 0.115 sec to 0.988 sec. 

The multidisciplinary optimization problem 

for the rotorcraft design formulated in this study 

is determining four design variables in order to 

minimize the gross weight of the rotorcraft while 

simultaneously satisfying six constraints. The 

design variables are tip speed, main rotor disk 

loading, main rotor solidity ratio, and main rotor 

blade twist angle, and the six constraints are 

imposed on total shaft power required, calculated 

noise of helicopter, direct operating cost, fuselage 

angle of attack, and autorotation entry time. 

The problem is solved using three methods 

listed in Table 1. The MDF method is applied to 

the initial DSM in Fig. 4 and the sequentially 

decomposed DSM in Fig. 5 in Case 1 and Case 2, 

Table 1 Three methods of solving the rotorcraft 
design problem 

DSM MDO method 

Case I Fig. 4 MDF 

Case 2 Fig. 5 MDF 

Case 3 Fig. 6 IDF 

respectively, and the IDF method is applied to 

the DSM in Fig. 6, decomposed by using the 

proposed method, in Case 3. 

For all three cases, either the modified me- 

thod of feasible direction (MMFD) or sequen- 

tial quadratic programming (SQP) in DOT 

(Vanderplaats, 1995) is employed as an opti- 

mization tool. We tried these two to investigate 

the effect of the optimization tool employed. The 

optimum objective function values for the three 

cases are found to converge to the same optimum 

within a 2% difference. Defining the pseudo- 

CPU time as the product of the number of calls 

and the computation time for each analysis mo- 

dule, the pseudo-CPU time for cases 1, 2 and 3 

are found to be 498.0, 335.7, and 299.0sec for 

MMFD and 379.4, 204.7, and 192.3 sec for SQP, 

respectively. The comparison of each pseudo- 

CPU time clearly shows that Case 3 requires the 

least time, regardless of the optimization tool 

employed. 

4. Concluding Remarks 

This study proposed the adaptive parallel de- 

composition method and applied it to the rotor- 

craft design, and generated an efficient DSM as 

a design procedure. Then, a multidisciplinary 

optimization problem for the rotorcraft design 

was formulated and solved using three methods. 

The result assures that the adaptive parallel 

decomposition method is more efficient than oth- 

er previous methods for the rotorcraft design. 
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